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Abstract—To contribute to the body of empirical research on fault distributions during development of complex software systems, a replication of a study of Fenton and Ohlsson is conducted. The hypotheses from the original study are investigated using data taken from an environment that differs in terms of system size, project duration, and programming language. We have investigated four sets of hypotheses on data from three successive telecommunication projects: 1) the Pareto principle, that is, a small number of modules contain a majority of the faults (in the replication, the Pareto principle is confirmed), 2) fault persistence between test phases (a high fault incidence in function testing is shown to imply the same in system testing, as well as prerelease versus postrelease fault incidence), 3) the relation between number of faults and lines of code (the size relation from the original study could be neither confirmed nor disproved in the replication), and 4) fault density similarities across test phases and projects (in the replication study, fault densities are confirmed to be similar across projects). Through this replication study, we have contributed to what is known on fault distributions, which seem to be stable across environments.

Index Terms—Empirical research, replication, software fault distributions.

1 INTRODUCTION

The analysis of fault distributions in the development of complex software systems is an area of interest in both practical and scientific terms. From a practical point of view, it can be applied to project and quality management. For the researcher, such analysis contributes to furthering our empirical knowledge in relation to software engineering, which is urgently needed for the development of the field. This paper reports on a quantitative analysis of fault distributions in three different development projects. The analysis, based on extensive data collection, provides empirical evidence and helps build empirical knowledge rather than rely on anecdotal or intuitive arguments.

Relatively few studies have empirically investigated quantitative issues with fault distributions in the development of complex software systems. Fenton and Ohlsson [8] published an elaborate quantitative analysis of fault distributions. They present a study examining faults from two consecutive releases of a telecommunication switching system. The study questions the conventional wisdom about fault distributions in the software engineering domain, and although very carefully conducted and reported, it is a single case study that cannot claim to be generally applicable. Replication is required in other environments to provide a better understanding of the general nature of the results.

Although empirical studies often mention the need for replications in their concluding chapters, few such replication studies are actually conducted. It has been advocated [24] that conducting or participating in families of research studies, rather than relying on single studies, would increase the reliability of results. By replicating a study, more generalizable results may be achieved rather than the isolated findings that come from a single study [15]. In the field of software engineering experimentation, replication studies exist (in the area of defect detection techniques [28], for example), but replicated case studies are rare [30]. In the few replication studies that have been conducted in the field, opinions differ as to whether replicated experiments should be similar or not. With respect to the reuse of experimental materials, Miller [17] states that “although, from a simple replication point of view, this seems attractive, from a meta-analysis point of view, this is undesirable, as it creates strong correlations between the two studies.” Pickard et al., on the other hand, [25] state, “The greater the degree of similarity between the studies, the more confidence you can have in the results of a meta-analysis.” Yin defines two kinds of case study replication: the case may be selected to predict similar results (literature replication) or to predict contrasting results but for predictable reasons (theoretical replication) [32, p. 47].

The goal of our study is to replicate Fenton and Ohlsson’s study [8] and to analyze their hypotheses on a different type of system within a different development context in a literal replication. Given the nature of the phenomenon under investigation, the hypotheses are qualitatively analyzed rather than formally tested by using statistical hypothesis tests. The original hypotheses concern four areas, each of which is examined in this replication study. It is important to continue developing the body of research on these areas through further analysis. We would tend to side with Miller on how replication should be conducted [17], and the context of our study allowed us to examine a case with a different size, system type, and development process. Our replication is literal, as we set the...
same hypotheses despite these variations. Where possible, the measurements remain the same, although certain measurements are not identical, given the context of the study. In addition, it has been argued that deliberate variations in the conditions of the research study increase external validity and hence allow for a higher degree of generalization [15]. In conducting our replication of the Fenton and Ohlsson study, we extend the scope of the results to a new environment and investigate the range of conditions under which their findings hold.

The paper is organized as follows: Section 2 presents related work on fault distributions. The hypotheses from the original study of Fenton and Ohlsson are listed in Section 3. The investigated systems are presented in Section 4. Our results are presented in Section 5, together with discussions of the results from the original Fenton and Ohlsson study and also with related studies when applicable. Section 5.8 discusses the results, whereas Section 6 presents the conclusions that can be drawn from replicating the original study.

2 Background

Fenton and Ohlsson [8] investigated the distribution of faults within two releases of a system, focusing on four main hypotheses that were investigated though not formally tested. First, it was shown that some software modules have a greater concentration of faults than others, following the Pareto principle [13]. Second, they examined the persistence of faults across test phases. One hypothesis states that if many faults in a given module are detected by the function test, then that module will also have many faults in the system test. Strong support for this hypothesis would enable predictions of fault-prone modules. However, the original case study provides only limited support for this hypothesis. A second perspective on fault persistence in modules concerns whether many faults detected before system release would imply many postrelease faults in site tests and operation. This hypothesis is strongly rejected. The third area investigated by Fenton and Ohlsson is whether the size and complexity of each module have an impact on the number of faults and whether these parameters could function as predictors. The area is divided into several hypotheses, each of which looks more closely at size metrics as predictors for the absolute number of faults and fault density, whereas faults are separated into prerelease and postrelease faults. The hypothesis concerning complexity compares the prediction ability of complexity measures and size metrics. Neither hypothesis is strongly supported in the case study although there is limited support for size metrics as a predictor of the number of prerelease faults. The fourth area investigates fault densities in more detail by using a benchmarking strategy. It is shown that the fault densities of corresponding test phases are similar for the two releases of the system and that, to a certain extent, the fault densities are similar to the findings of other studies.

Fenton and Ohlsson argue that too few studies in this field have been published to enable proper investigation. Here, we contribute by expanding the available empirical research with findings from a study examining three software systems. The software systems are developed by an organization whose characteristics differ substantially from the organization studied by Fenton and Ohlsson, and the results, therefore, provide a new perspective on the hypotheses under investigation.

A similar study of Ostrand and Weyuker examines fault data from 13 releases of an inventory tracking system [21], written mostly in Java. Their study aims to find ways to identify fault-prone files, and the analysis is divided into four categories. First, the distribution of faults over software modules is examined. Here, strong evidence for the Pareto principle is found, stating that a small number of modules are responsible for a large share of faults. Second, the effect of the modules’ size on fault density is examined. The results show no evidence to support the conventional wisdom that larger modules have higher fault densities. Third, fault persistence is examined. Unfortunately, no conclusions on the predictive ability of fault concentration during testing for faults after release could be drawn due to the low number of faults detected after release. Finally, the fault proneness of a newly written code compared to a code written earlier is examined. This analysis confirmed the intuitive “knowledge” that fault density for new modules is higher than for older ones. The study of Ostrand and Weyuker [21] is extended in a second study, in which the original data set of 13 releases is expanded to include four further releases [22]. The second study focuses on using previous releases to predict the number of faults that can be expected in each release and their location within the system.

In addition to the studies of Fenton and Ohlsson and of Ostrand and Weyuker, who take a broad view of quantitative issues, other studies investigating fault distributions have been conducted. However, most studies focus on only one or a small number of the issues on which Fenton and Ohlsson formulated their hypotheses. Two studies in this field were conducted more than 20 years ago. Adams’ study [1], consisting of data from nine software products, shows that a small number of faults cause the most common failures. Only when these “most-often-failure-causing” faults are removed will reliability improve significantly. Basili and Perricone [3] analyzed fault data from a software project, starting its life cycle in the mid-1970s. The investigation focused on comparing fault distributions between modified and newly developed software modules.

In the 1990s and from 2000 onward, a second set of studies was published. Møller and Paulish report on the effects of modification and reuse on fault density in a control system developed in high-level programming languages and in assembly language [19]. They show the relationship between fault rates and programming languages, with more favorable results for high-level languages. Graves et al. also investigated the change history to predict fault rates [10] (in a subsystem of a telephone system) and found that the number of times that a module changes acts as an effective predictor. On the other hand, the size and complexity of the modules were poor predictors of faults. Pfleeger and Hatton present data on the number of changes made in an air-traffic-control information system.
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project [23]. In addition, they investigated the fault densities of the system before and after delivery. The analysis shows that as many as 10 times the number of faults was reported before release as compared to after. A number of studies have examined the relation between module size and fault density [3], [19], [31]. Hatton has reviewed a number of studies, focusing on the size of the components and proportionality to reliability [11]. The results of the studies, including [3] and [19], imply that decomposing a system into small components does not increase reliability. The opposite is argued by El Emam et al., who, in a study of object-oriented systems, showed that as class size increases, so will fault proneness [6]. Denaro and Pezzé [7] used the code and fault database of the Apache Web server to investigate module fault proneness. This open source project also found that a small number of modules account for a large number of faults.

3 STUDY DESIGN

3.1 Hypotheses

Fenton and Ohlsson listed a number of hypotheses and empirically analyzed whether these hypotheses could be supported or rejected. The four categories of questions addressed are listed below, each with formulated hypotheses. The hypotheses remain the same in the replication study to provide results that can be combined and compared to the results from the original study:

- The Pareto principle of fault distribution: hypotheses relating to how faults are distributed over different modules and the conventional wisdom that a small percentage of modules will contain a large percentage of faults detected.
  1a. A small number of modules contain most of the faults detected during prerelease testing.
  1b. If a small number of modules contain most of the prerelease faults, then it is because these modules constitute most of the code size.
- Persistence of faults: hypotheses relating to how modules with a high fault concentration in early testing tend to have a high fault concentration in later testing.
  2a. A small number of modules contain most of the faults detected during postrelease testing.
  2b. If a small number of modules contain most of the postrelease faults, then it is because these modules constitute most of the code size.
- Quality in terms of fault densities: hypotheses relating to fault densities separated for each test phase, and prerelease and postrelease testing.
  3. Simple size metrics such as Lines of Code (LOC) are good predictors of fault and failure prone modules.
  4. Complexity metrics are better predictors than simple size metrics of fault and failure-prone modules (due to lack of data, this hypothesis is not included in our replication study).
  5. Fault densities at corresponding phases of testing and operation remain roughly constant between subsequent major releases of a software system.
  6. Software systems produced in similar environments have broadly similar fault densities at similar testing and operational phases (benchmarking figures from other studies).

We have addressed these hypotheses and analyzed them by using new empirical data. The data originate from three software systems and not from successive releases of the same system, as in the original study by Fenton and Ohlsson. However, the systems investigated in the replication study relate to each other in a product-line context and thus have some common components.

Our analyses of the hypotheses differ slightly from the original study. We have applied statistical data analysis techniques, whereas the original study relied primarily on descriptive statistics. Hypothesis 6, concerning whether complexity metrics are useful as predictors of fault proneness, is not discussed in this study, as we did not have access to data on the complexity of each module. Hypothesis 7 concerns fault densities in subsequent releases of a system. As we have one single release of each system, the hypothesis is not comparable between the studies. However, the systems are similar, and it is our opinion that the hypothesis concerning fault density of software systems developed subsequently is of equal interest.

3.2 Data Analysis

The primary method used for data analysis is graphical techniques. Scatter plots are used to show the variation between specific variables for the modules involved. The Alberg diagram [20], suggested by Fenton and Ohlsson, is used to order the modules with respect to the variable concerned. In addition to the graphical technique used by Fenton and Ohlsson, we have applied statistical data analysis. To test whether two sets of data are related and, if so, their degree of linear dependency, the Pearson product-moment correlation coefficient [9] is used.

Even though a statistical analysis is performed within the case study, we do not generalize to a population through statistical inference but to a theoretical proposition through analytical generalization [32, p. 10]. Any case to be studied is selected with a specific purpose in mind rather than with a random sample from a population. In this study, we have chosen replication cases, which we expect will give similar results (although some key characteristics are different). The collected data originate from a single organization; thus, the statistical inference may be generalized to that
organization but not to a wider community. However, when the results are combined with findings from other studies we may gradually find much stronger empirical evidence for the theoretical propositions.

4 SYSTEM DESCRIPTION

The hypotheses are investigated using empirical data from a large telecommunications company. The organization develops consumer products, with a substantial proportion of its functionality implemented in software. The development process is characterized by iterative development, with component releases in small iterations, and product line architecture [4]. The products are implemented on a hardware and software platform delivered by a subcontractor. Within the organization, a software platform is shared among different products, thus following a product line concept. Software modules may appear in different products: either as general components or as versions of the component tailored to the specific product. Although the organization has several development sites worldwide, the development carried out in the chosen projects are localized to one site. ST is partly carried out at a different site.

We analyzed data from three separate software development projects. Two of the projects are application projects developing consumer products. One project is an internal platform project where the final product is used as a platform in other consumer products. We refer to the projects as Project 1, Project 2, and Project 3. Projects 1 and 3 are the application-type projects, whereas Project 2 is the platform project. A project runs for approximately one year. The data from Project 1 were collected retrospectively from the problem-reporting database, whereas the data for Projects 2 and 3 were collected while the projects were running. Each project consists of 10-12 groups of developers, where each group has a responsibility for a specific set of features in the system. A feature is implemented in one to several modules.

Much of the code is written in C, but a minor part of the modules contain files written in Java. A subset of modules in each project is included in the analysis: 45, 90, and 90 modules, respectively, from the three projects (approximately half of the total number of modules in each project). The samples are limited to the modules for which data could be collected automatically, such as LOC. The subset includes modules from each existing group of developers.

For our purposes, we refer to a module as a collection of several files, and compared to the original study, the largest modules in the replication study are more than 10 times the size of those in the original study (see Table 1). Regarding system size, the modules involved contain a total of roughly 1,500, 2,500, and 3,500 LOC, respectively, for the three projects. The distribution of modules by size is presented in Table 1.

As mentioned in Section 3, the complexity measure of each module was not available for analysis.

As in the original study, the dependent variable is the number of faults. Each fault is located in a module; that is, if the cause of a detected failure was corrected by modifying n modules, then it is counted as n distinct faults. Change proposals are filed as change requests and not as failures and hence excluded from the analysis. Duplicate failures that are detected more than once were also excluded. More information on the data collection process can be found in [2].

The total number of faults is in the same range as in the original study (see Table 2). The percentage distributions of the number of faults detected by each test activity are given in Table 3. For release n+1, the percentage distributions of faults show similarities to the distributions investigated in the replication study. In the replication study, data are collected during the function test, the system test, the customer-acceptance test, and the first couple of months of operation. Faults detected during the function test and the system test are, as in the original study, grouped as prerelease faults, whereas faults detected during the customer-acceptance test and the first months of operation are combined as postrelease faults. This latter group of faults is not separable in this study, as in the study of Fenton and Ohlsson, which combined faults from the "first

<table>
<thead>
<tr>
<th>Original study</th>
<th>Replication study</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOC</td>
<td>Release n</td>
</tr>
<tr>
<td>LOC</td>
<td>Release 1</td>
</tr>
<tr>
<td>LOC</td>
<td>Release 2</td>
</tr>
<tr>
<td>LOC</td>
<td>Release 3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample size</th>
<th># faults</th>
</tr>
</thead>
<tbody>
<tr>
<td>140</td>
<td>1669</td>
</tr>
<tr>
<td>246</td>
<td>3646</td>
</tr>
<tr>
<td>45</td>
<td>1558</td>
</tr>
<tr>
<td>90</td>
<td>4045</td>
</tr>
<tr>
<td>90</td>
<td>2419</td>
</tr>
</tbody>
</table>
26 weeks of site tests” and “approximately the first year of operation after the site tests.”

5 DATA ANALYSIS AND RESULTS

In this section, we analyze each hypothesis and compare the results to related work. The original study of Fenton and Ohlsson is primarily used for comparison, but other studies are referred to where appropriate.

5.1 Pareto Principle Regarding Prerelease Faults

The first category of hypotheses deals with the theory that a small number of modules in a system contain a substantial part of the faults. The Pareto principle was originally formulated by the Italian economist Vilfredo Pareto [26] and was later generalized by Juran [13], suggesting that most of the results in any context are determined by a small number of causes. The principle has been applied to various contexts and is often referred to as the 20-80 rule, in this context suggesting that 20 percent of the modules contain 80 percent of the faults. We, however, are investigating the general principle and do not hypothesize any specific percentage distribution.

Four hypotheses concerning the Pareto principle have been examined in this study, two of which concern prerelease faults.

Hypothesis 1a. A small number of modules contain the faults that cause most of the failures discovered during prerelease testing.

The first hypothesis focuses on prerelease faults, that is, faults detected during the function test and the system test. Fig. 1 shows the percentage of the accumulated number of faults when the modules are ordered by decreasing number of faults. Fig. 1 indicates that 20 percent of the modules in Project 1 are responsible for 63 percent of the faults discovered during prerelease testing. Project 2 and Project 3, the results are almost identical: 20 percent of the modules are responsible for 70 percent of the faults identified during prerelease testing.

The results for Hypotheses 1a and 1b show that we have a large proportion of faults in a smaller proportion of the modules. The difference is not that considerable when comparing the proportion of faults to its share of the code base. Still, from a practical perspective, the first hypothesis is significant in that it indicates that there is a set of modules that is more fault prone than the rest.

5.2 Pareto Principle Regarding Postrelease Faults

Hypothesis 2 concerns postrelease faults, that is, faults detected in the customer-acceptance test and during the first months of operation, suggesting that the Pareto principle also holds for these faults.

Hypothesis 2a. A small number of modules contain the faults that cause the most postrelease failures.

As discussed in the original study, strong evidence for Hypothesis 1a might be explained if those modules containing a majority of the faults constitute a large share of the total system size. This was also the case in the Compton and Withrow study, where 12 percent of the modules accounted for 63 percent of the LOC [5].

As in the case in the original study, we found no evidence to support this hypothesis (see Table 4). In Project 1, the 20 percent of the modules responsible for 63 percent of the faults made up 38 percent of the code, whereas in Project 2, the 20 percent of the modules responsible for 70 percent of the faults made up 25 percent of the code. In Project 3, the 20 percent of the modules responsible for 70 percent of the faults made up 39 percent of the code.

The results for Hypotheses 1a and 1b show that we have a large proportion of faults in a smaller proportion of the modules. The difference is not that considerable when comparing the proportion of faults to its share of the code base. Still, from a practical perspective, the first hypothesis is significant in that it indicates that there is a set of modules that is more fault prone than the rest.

5.2 Pareto Principle Regarding Postrelease Faults

Hypothesis 2 concerns postrelease faults, that is, faults detected in the customer-acceptance test and during the first months of operation, suggesting that the Pareto principle also holds for these faults.

Hypothesis 2a. A small number of modules contain the faults that cause the most postrelease failures.
Fig. 2 illustrates for the three projects the percentage of accumulated number of postrelease faults when the modules are sorted in decreasing order with respect to fault content. In Project 1, 20 percent of the modules are responsible for 87 percent of the postrelease detected faults, and the findings for Project 2 are almost identical. In Project 3, 20 percent of the modules are responsible for 80 percent of the postrelease faults. Compared to Hypothesis 1a, we have even stronger evidence to support the hypothesis, given the large number of postrelease faults in a small proportion of modules.

In the original study, Fenton and Ohlsson examined the proportion of postrelease faults contained in 10 percent of the modules. The original data and the replicated data are shown in Table 5.

The original study provided evidence for this hypothesis. Ten percent of the modules are responsible for 100 percent and 80 percent of the postrelease faults for the two releases, respectively. In our study, the postrelease faults are more unevenly distributed over the system. Furthermore, in our study, the customer-acceptance test faults and only the first months of operation belong to this category, whereas in the original study, the postrelease faults include one year of operation. Thus, our observation is more limited than that of the original study.

**Hypothesis 2b.** If a small number of modules contain most of the postrelease faults, then this is simply because those modules constitute most of the code size.

Since we found evidence for Hypothesis 2a, it is worthwhile investigating Hypothesis 2b. As in Hypothesis 1b, the support of Hypothesis 2a could be explained if those modules containing a majority of the postrelease faults constitute a large amount of the total system size. However, we did not find evidence for this (see Table 5).

In contrast to the original study, we did not find strong evidence in favor of the converse hypothesis, that is, that most operational failures are caused by faults in a small proportion of the code. In the replicated study, 100 percent of the postrelease faults were contained in modules that make up 32 percent, 41 percent, and 70 percent of the system for the three projects, respectively. To summarize, the original study showed strong evidence for the converse hypothesis, whereas the replication study did not (see Table 6).

### 5.3 High Incidence of Faults in FT Implies High Incidence of Faults in ST

It has been observed that modules with a high fault incidence in the early phases of testing imply a high fault incidence in later phases of testing. The hypothesis thus suggests that a high detection rate of faults in the function test in a particular module will result in a high detection rate of faults in the system test in the same module.

**Hypothesis 3.** A higher incidence of faults in FT implies a higher incidence of faults in ST.

This hypothesis is investigated from a number of different perspectives. Fig. 3 illustrates the relationship between the number of faults detected in the function test
and the system test. Each dot represents a module. Statistical analysis shows a correlation between the number of faults in the function test and the system test. The Pearson correlation coefficient $r$ is used as a measure of association.

The correlation between the number of faults detected in the function test and the number of faults detected in the system test indicates that the most fault-prone modules in the early phase of testing will be fault prone when tested in the system test phase. In the analysis, the modules are ordered by decreasing number of faults in the system test and show that for Project 1, 50 percent of the faults detected in the system test occurred in modules that were responsible for 40 percent of the faults detected in the function test. For Project 2, 50 percent of the faults detected in the system test occurred in modules that were responsible for 39 percent of the faults detected in the function test. For Project 3, 50 percent of the faults detected in the system test occurred in modules that were responsible for 38 percent of the faults detected in the function test. Fig. 4 shows that for each project, these 50 percent of the system test faults are contained in a small number of modules. The corresponding numbers in the original study are that 50 percent of the faults detected in the system test occurred in modules responsible for 37 percent and 25 percent of the faults detected in the function test, respectively, for releases $n$ and $n+1$.

This information can be used to predict fault contents over modules. In an ideal situation, the most fault-prone modules in the function test would also be the most fault prone in the system test. If so, the two lines in Fig. 4 would overlap. As evident in Table 7, the overlap is not complete, but for Project 2, up to a certain level, most of the modules are fault prone both in the function test and the system test. Correlation analysis can explain these results, where Project 2 had a particularly high correlation between the number of faults in the function test and the number of faults in the system test. The systematic difference that we can see between the three projects is that the platform project (Project 2) has a higher fault density than the application projects (Projects 1 and 3).

The original study did not present any correlation analysis for this hypothesis. In addition, the proportions were less coherent than in our study; hence, no significant conclusions could be drawn from the data. We interpret the replication data as showing support for the hypothesis to which the findings of Yu et al. [33] lend further support.

### Table 6

<table>
<thead>
<tr>
<th>Replication study</th>
<th>Share of post-release faults</th>
<th>Share of system size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original Study</td>
<td>Release $n$</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>Release $n+1$</td>
<td>78%</td>
</tr>
<tr>
<td>Project 1</td>
<td>100%</td>
<td>32%</td>
</tr>
<tr>
<td>Project 2</td>
<td>100%</td>
<td>41%</td>
</tr>
<tr>
<td>Project 3</td>
<td>100%</td>
<td>70%</td>
</tr>
</tbody>
</table>

Fig. 3. Scatter plot showing relationship between faults detected in the function test and faults detected in the system test.

Fig. 4. Accumulated percentage of the number of faults in the system test when modules are ordered with respect to the number of faults in the system test versus the function test.
### 5.4 High Incidence of Prerelease Faults Implies High Incidence of Postrelease Faults

The belief that modules that are fault prone before release will also have a high incidence of faults after release works as a rationale for the fourth hypothesis.

**Hypothesis 4.** A higher incidence of faults in prerelease testing implies a higher incidence of failures in postrelease.

Fig. 5 illustrates the relationship between the number of prerelease and postrelease faults. Statistical analysis indicates a moderate correlation between the two parameters (see Fig. 5). In contrast to Fenton and Ohlsson who found support for the converse hypothesis, our findings support the original hypothesis. Fenton and Ohlsson showed that almost all of the faults detected in prerelease testing appear in modules that subsequently had no postrelease faults. They observe that 93 percent and 77 percent of the faults in prerelease testing occurred in modules that had no postrelease faults for the two releases, respectively. On the other hand, in the replication study, 36 percent, 29 percent, and only 13 percent of the faults in prerelease testing occur in modules that have no subsequent postrelease faults for the three projects, respectively.

The original study therefore rejects the hypothesis, although noting that the result is remarkable. Compton and Withrow [5], however, found many more postrelease faults in modules that also had prerelease faults. It is clear from the contradictory results that there are factors at work that are not measured in these case studies. For example, if the prerelease testing is sufficiently thorough for certain modules, then one can expect that they will not contribute to postrelease faults; if the prerelease testing is not sufficiently thorough, then postrelease faults may be found in these components.

### 5.5 Size Metrics as Fault Predictors

In this section, we will focus on hypotheses concerning the use of size metrics to predict which modules will be fault prone. The proportions of the newly developed code in the three projects are not identical: The system developed in Project 2 contains a larger amount of newly developed or modified modules than the other projects. Unfortunately, an appropriate measure of the amount of modified code was not accessible, since the change history includes modified code in terms of added, changed, and deleted. Thus, we use the total number of LOC for the analyses. The analysis of the effect of module size is separated into five different closely related hypotheses that address different aspects of module size effect.

**Hypothesis 5a.** Smaller modules are less likely to be failure-prone than larger ones.

A number of studies have investigated the relationship between module size and the number of faults and have produced counterintuitive results. Conventional wisdom says that smaller modules should result in fewer faults since small modules with less LOC are easier to develop. On the other hand, a large amount of small modules will result in more interface faults spread across the modules.

To analyze Hypothesis 5a, we have correlated the size of the modules measured in LOC to the total number of faults. Column 2 in Table 8 gives the measures of association for the investigated projects.

In the original study, Hypothesis 5a was investigated by showing the number of modules that had a certain number of faults [8]. As in the study by Basili and Perricone [3], a
table is used that groups modules according to frequency of faults. Compared to the results in these studies, the data sets in the replication study have a lower proportion of modules with few faults. Although Fenton and Ohlsson’s study did not find evidence for the hypothesis, we have found some support although it is not consistent in all the projects involved. Some correlation exists between the total number of faults and the total LOC for Project 3, whereas the correlation coefficients are low for Project 1 and Project 2.

Hypothesis 5b. Size metrics are good predictors of prerelease faults in a module.

Fig. 6 illustrates the relationship between module size in the total LOC and the number of faults detected in prerelease testing for the projects. The correlation of the relationship shows a very low value for Project 2. On the other hand, the measure of association for Project 3 gives moderate support for the hypothesis.

This is the single hypothesis related to size metrics for which Fenton and Ohlsson observed some, albeit limited, support in their scatter plots.

Hypothesis 5c. Size metrics are good predictors of postrelease faults in a module.

Fig. 7 illustrates the relationship between module size in the total LOC and the number of faults detected in postrelease testing for the projects. As in the case for Hypothesis 5b, the measure of association for Project 2 is very low, showing no evidence to support the hypothesis, whereas the measure of association for Project 3 provides limited support. In the original study, Fenton and Ohlsson did not find any evidence to support the hypothesis.

Hypothesis 5d. Size metrics are good predictors of a module’s prerelease fault density.

Studying fault density and module size can easily be misleading. The relationship between a variable $X$ and $1/X$ will always be negative, as may be the case between size and fault density [29]. The relationships between size and the number of faults, which were analyzed in Hypotheses 5b and 5c, are more relevant, but for the purposes of replication, we present the analysis of Hypotheses 5d and 5e, although the analysis presents a significant methodological threat.

Fig. 8 illustrates the relationship between the total LOC and prerelease fault density of each module for the projects. The correlation is, as expected, negative. This suggests an inverse relationship between fault density and LOC; that is, we have higher fault densities for smaller modules. However, the measures of association for the projects have low values and do not provide any support for the hypothesis.
In the original study, when examining the relationship between fault density and module size, Fenton and Ohlsson did not find any trend at all. The results differ from several other studies, where a relation between fault density and module size is shown. Hatton discusses an optimal module size with higher fault densities for both the smallest and the larger components [11], whereas Møller and Paulish [19], and Ostrand and Weyuker [21] only show that smaller modules have a higher fault density. On the other hand, Fenton and Ohlsson argue that the analysis conducted in some studies is misleading because of the data grouping. By analyzing simple scatter plots instead of comparing average figures for different size intervals, Fenton and Ohlsson do not find any evidence of a relationship between fault density and module size. They considered their results as a confirmation that there is no causal relationship between size and fault density.

**Hypothesis 5e.** Size metrics are good predictors of a module’s postrelease fault-density.

In Hypothesis 5d, the relationship between module size and fault density was investigated. We shall now consider the relationship with respect to postrelease faults rather than prerelease faults. Fig. 9 illustrates scatter plots for LOC versus postrelease fault density for the projects. As in the case in the previous hypothesis, the measures of association are negative, suggesting that smaller modules have a higher fault density for postrelease faults. However, the values are very low and do not provide any evidence to support the hypothesis. Methodological threats are also inherent in this analysis.

In the original study, no support for the hypothesis was found.

In addition to the above hypotheses concerning size metrics and fault proneness, the ranking ability of LOC is assessed. Fenton and Ohlsson concluded that the LOC metric worked rather well at predicting the most fault-prone modules despite the fact that the analysis did not provide any evidence to support the hypotheses. Our results do not conclusively indicate that LOC works as a predictor for ranking the most fault-prone modules. The Alberg diagrams in Fig. 10 illustrate the LOC ranking ability for the projects. In Project 1, 20 percent of the largest modules are responsible for 26 percent of all faults, whereas in Project 2, 20 percent of the largest modules are responsible for 18 percent of all faults. These two projects do not indicate any particularly strong ranking ability for LOC. However, in Project 3, 20 percent of the largest modules are responsible for 57 percent of all faults, which is a significant portion of the detected faults. The diagrams for Projects 1 and 2 do not indicate strong predictability, and LOC works less well at ranking the most fault-prone modules than in the original study of Fenton and Ohlsson. On the other hand, for the third project, a number of modules are evidently more fault prone than the rest, which indicates a better ranking ability on fault proneness than results from the original study.

Summarizing the analysis of size metrics as a predictor for fault proneness, the results vary, which might be due to
the variety of conditions. For example, Project 2 is a large platform project not resulting in a final end product as the application projects do. For Project 2, a large proportion of the code is newly developed in comparison to Projects 1 and 3, where more code are reused.

5.6 Fault Densities at Corresponding Test Phases

The purpose of Hypotheses 7 and 8 is to visualize the range of fault densities that could be expected in software development and testing and to foster consensus as to what fault density can be expected under certain circumstances by considering such variables as development environment, testing activities, and programming languages.

We have not investigated the hypotheses on subsequent releases, as done in the original study, but we investigated on the three subsequent projects, each of which delivers a separate system. However, we considered an evaluation of the hypotheses as significant, since the projects are all executed in the same environment over a similar period of time, and they share software components although the ratio of common code is unknown.

**Hypothesis 7.** Fault densities at corresponding phases of testing and operation remain roughly constant between subsequent projects conducted in the same context.

The results from this study show that fault densities are in the same order of magnitude for the same test activities in the three projects (see Table 9). Project 2 has higher fault densities for the function test and the system test activities, whereas Projects 1 and 3 have similar fault densities for these activities. The results indicate that the development process used in the investigated organization is stable and consistent.

Nevertheless, the fault densities for the test activities for Project 2, which differ from the other projects, could be analyzed further. The project as such is larger than Project 1 but smaller than Project 3 in terms of the total LOC. However, the proportion of the newly developed code is larger in Project 2 than in the other two projects. This probably resulted in a higher number of injected faults.

As shown in Section 4 and Table 3, the test activities have similar distributions for fault detection, regardless of other project-specific characteristics such as size, duration, and number of detected faults. Although test effort, evidently an important parameter in this subject, is excluded from the analysis, the distributions in Table 3 present a view of the test activities’ detection capacities, which also suggests that the development process is stable.

The original study provides little support for the hypothesis when investigating fault densities, with only one data point as evidence.

### Table 9

<table>
<thead>
<tr>
<th>Project</th>
<th>FT</th>
<th>ST</th>
<th>CAT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project 1</td>
<td>0.7</td>
<td>0.2</td>
<td>0.03</td>
</tr>
<tr>
<td>Project 2</td>
<td>1.2</td>
<td>0.5</td>
<td>0.07</td>
</tr>
<tr>
<td>Project 3</td>
<td>0.4</td>
<td>0.2</td>
<td>0.07</td>
</tr>
</tbody>
</table>

### Table 10

<table>
<thead>
<tr>
<th></th>
<th>Pre-release</th>
<th>Post-release</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original study</td>
<td>Release n</td>
<td>6.09</td>
<td>0.27</td>
</tr>
<tr>
<td>Replication study</td>
<td>Release n+1</td>
<td>5.97</td>
<td>0.63</td>
</tr>
<tr>
<td>Project 1</td>
<td>0.9</td>
<td>0.03</td>
<td>0.93</td>
</tr>
<tr>
<td>Project 2</td>
<td>1.7</td>
<td>0.07</td>
<td>1.77</td>
</tr>
<tr>
<td>Project 3</td>
<td>0.6</td>
<td>0.07</td>
<td>0.67</td>
</tr>
</tbody>
</table>

5.7 Fault Densities of Systems from a Similar Environment

**Hypothesis 8.** Software systems produced in a similar environment have broadly similar fault densities at similar testing and operation phases.

In the original study, for Hypothesis 8, Fenton and Ohlsson compared their observed fault densities for pre-release and post-release activities with other published data. They suggested that “software systems developed in a similar environment have broadly similar fault densities at similar testing and operational phases.” To that analysis, we add the data for our three projects, as shown in Table 10. It should be noted that a comparison of the absolute figures is not revealing, as different programming languages are used. When comparing the result of the three projects in the case study, we can see that the pre-release fault densities are an order of magnitude higher than postrelease densities, which reflects similar results in the original study and related work [23]. Potential confirmation of the hypothesis depends on what is meant by “similar.” Among the three studied projects, we have identified larger dissimilarities between the application projects and the platform project, whereas the two application projects are more closely comparable. Thus, to some extent, the general conclusions drawn in the original study and related work [23] are supported by the higher ratio of pre-release to post-release fault densities.

5.8 Discussion

In this section, we summarize and interpret the results of the hypotheses under study. The results are reported in Table 11 and commented on below.

It should be noted that confirmed hypotheses where correlations between two metric values are found do not imply causal relationships. The results as such do not explain the observed behavior. For example, detecting a high number of faults could occur simply because these modules have been tested more thoroughly and may not be dependent on the various metrics included in the analysis.

The results regarding the Pareto principle for fault distributions over modules are, to a large extent, the same in the replicated study as in the original study. A small set of modules contains a majority of the faults, both regarding pre-release and post-release faults. This is in line with other empirical studies [5], [7], [14], [18], [21], although the exact proportions differ from study to study. This result does not occur because these few modules are larger than other...
modules. The original study found support for the converse hypothesis (that is, small modules are more fault prone), but this is not the case in our study. The replication gives additional support to the validity of the Pareto principle for fault distribution over modules.

The next two hypotheses state that a high fault incidence in a module in the function test implies the same in the system test, and a high prerelease fault incidence implies a high postrelease fault incidence. The original study found limited support for the first hypothesis, and no support for the latter. The original report comments on their results as being “remarkable” [8]. In the replication study, we found support for both hypotheses. We found the results of the replication study in line with other studies [5], [33]. One reason for the observation is that there are always more faults to find: Some modules are more central from an architectural point of view, and these modules contain faults during their whole life cycle.

There was no support for using LOC as a predictor for faults in the original study. Only for prerelease faults did they find limited support for a relation between the number of faults and LOC. In the replication study, we find somewhat stronger support, but it is not consistent across the studied projects. For one of the application projects (Project 3), there was a measure of association between faults and the total LOC of around 0.6. For the other application project (Project 1), the measure was around 0.4, whereas for the platform project (Project 2), there was no correlation. Graves et al. [10] argue that the number of times that the code is changed might be a better predictor for how many faults the system will contain than the LOC. The correlation between size and fault density is supported neither by the original nor by the replication study. The differing results also indicate that the hypotheses do not capture the essence of these questions. Factors not taken into account in the studies probably have a larger impact. The validity of the analysis as such is questioned by Rosenberg [29]; hence, it is not surprising that there are no significant results.

Fault densities are hypothesized to be constant between releases and similar across environments. Both hypotheses are supported in the original study and, to some extent, also in the replicated study when investigated on subsequent projects instead of releases of the same product. Among the

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Original study</th>
<th>Replication</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a. Few modules contain most faults (prerelease)</td>
<td>Confirmed (20-60)</td>
<td>Confirmed (20-63; 20-70; 20-70)</td>
<td>(12-75) [5]; (20-62) [7]; (38-80) [14]; (20-65) [18]; Support [21]</td>
</tr>
<tr>
<td>1b. Few faulty modules constitute most of the size (prerelease)</td>
<td>No support (20-30)</td>
<td>No support (20-38; 20-25; 20-39)</td>
<td>(12-63) [5]; No support [21]</td>
</tr>
<tr>
<td>2a. Few modules contain most faults (postrelease)</td>
<td>Confirmed (10-80; 10-100)</td>
<td>Confirmed (10-63; 10-74; 10-59)</td>
<td>(38-54) [14]; Support [21]</td>
</tr>
<tr>
<td>2b. Few faulty modules constitute most of the size (postrelease)</td>
<td>No support; strong evidence of a converse hypothesis (100-12; 60-6)</td>
<td>No support (100-32; 100-41; 100-70)</td>
<td>Support [33]</td>
</tr>
<tr>
<td>3. High fault incidence in FT implies the same in ST</td>
<td>Limited support (50-25; 50-37)</td>
<td>Strong support (50-40; 50-39; 50-38)</td>
<td>Support [33]</td>
</tr>
<tr>
<td>4. High fault incidence prerelease implies the same postrelease</td>
<td>No support – strongly rejected (93-0; 77-0)</td>
<td>Support (36-0; 29-0; 13-0)</td>
<td>Support [5]; No support [21]</td>
</tr>
<tr>
<td>5a. LOC is a good predictor of faults</td>
<td>No support</td>
<td>Varying support</td>
<td>Support reverse hypothesis [3]</td>
</tr>
<tr>
<td>5b. LOC is a good predictor of prerelease faults</td>
<td>Limited support</td>
<td>Varying support</td>
<td></td>
</tr>
<tr>
<td>5c. LOC is a good predictor of postrelease faults</td>
<td>No support</td>
<td>Varying support</td>
<td></td>
</tr>
<tr>
<td>5d. LOC is a good predictor of prerelease fault density</td>
<td>No support</td>
<td>No support</td>
<td>Confirmed [11], [19], [21]</td>
</tr>
<tr>
<td>5e. LOC is a good predictor of postrelease fault density</td>
<td>No support</td>
<td>No support</td>
<td></td>
</tr>
<tr>
<td>6. Complexity metrics are good predictors of faults</td>
<td>No (for cyclomatic complexity), some weak support for specific metric</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>7. Fault densities are constant between releases or projects</td>
<td>Limited support</td>
<td>Support</td>
<td></td>
</tr>
<tr>
<td>8. Fault densities are similar in similar environments</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Confirmed [23]</td>
</tr>
</tbody>
</table>
three studied projects, we identify larger dissimilarities between the application projects and the platform project, whereas the two application projects are more closely comparable. Studying the percentage distribution of faults in Table 3 shows another view of “similarity.” In this case, all three projects are “similar.” We interpret the data as follows: The development process used in all three projects very much governs percentage distribution, whereas the technical characteristics and the amount of newly developed code of the platform versus application projects show different behavior in terms of fault density. Therefore, we confirm the hypotheses, although not drawing any conclusions as to whether the similarity should be measured in fault density or as a percentage distribution of faults found in the development process.

In summary, the replicated study differs from the original study with respect to size, type of application, number of faults, and so forth. There is substantial variation between the three studied projects. Nonetheless, we confirm some general statements. This indicates that there are certain underlying phenomena that can be observed and possibly formulated as theories, although on a very general level [34]. These levels of detail do not seem to be sufficiently specific to be effective for predictive purposes.

6 Conclusions
The motivation for conducting this study was to contribute to the body of empirical research on software fault behavior in large complex software systems. Others have conducted similar investigations, and the same hypotheses have been examined before. Nevertheless, research such as a replication is a cornerstone of science [27]. For case studies, we are not concerned with sampling and statistical inference across studies; rather, cases are specifically selected to investigate whether a theoretical proportion holds under different conditions. Given the relatively basic nature of our understanding of software development processes and associated fault distributions, our strategy is to attempt either confirming or rejecting the structures and behavior that are published in unique studies. Unfortunately, published studies in this area are rare. This may be a result of the substantial effort required to conduct such investigations and perhaps also because replications are not really acknowledged as important research. A replicated evaluation would provide meaningful results for a real-world setting, but the software engineering field still has difficulties in recognizing the benefits [17].

Generalizing the results can only be accomplished on a step-by-step basis. The purpose of the replication is to investigate variations of the original study. Thus, the same hypotheses (bar one) are investigated, but in a different context and development environment. The generalization of the findings can be achieved by gradually expanding the context. The investigated projects in the replication study belong to the same field as the system in the original study (that of telecommunications) although the type of system is different. In the original study, a switching system was developed, and in the replication study, the projects under examination developed consumer products. In addition, the sizes of the systems concerned differ, as do the programming languages used. In the replication study, some parameters are the same, whereas others are not. The variations between the studies are considered important factors in increasing the understanding of fault distributions.

The results obtained in some of the hypotheses are not the same in the original study, as in the replication study. Even for the three projects included in the replication study, the results are not identical. Clearly, the dissimilarities indicate that the variations in the research setting regarding the software system under investigation and its development environment influence the results to a large extent. In these cases, the hypotheses do not sufficiently reflect the underlying factors. Nonetheless, we believe that the results are of interest to a wider community, and we wish to contribute to the empirical and scientific basis of this kind of data. By publishing empirical data that either supports or rejects both conventional wisdom and the results from the original study, more lessons can be learned on software fault distributions.
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